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A numerical model was developed to predict the attenuated 
component and the undesired scattered component in the measured 
X-ray intensity during water visualizations using synchrotron X-ray 
radiography. The scattering component was found to increase as a 
function of water thickness traversed by the X-ray beam, and this 
led to a decrease in the calibrated attenuation coefficient. Due to this 
relationship between the scattering component and the water 
thickness, a small water thickness range was demonstrated to 
produce highly representative attenuation coefficients that resulted 
in the improved accuracy of water quantifications. Therefore, it was 
recommended that the calibrated attenuation coefficient should be 
obtained based on a water thickness range that most appropriately 
matches the expected liquid water thickness in an operating polymer 
electrolyte membrane fuel cell. 
 
 

Introduction 
 
Operating polymer electrolyte membrane (PEM) fuel cells at high current densities is a 
strategy for achieving effective catalyst utilization and mitigating the cost of power 
production (1). However, high current density operation corresponds to high rates of water 
production, and excess liquid water can lead to flooding and poor performance. Therefore, 
effective water management is an important design objective for the PEM fuel cell. 
 

Synchrotron X-ray radiography, with its high spatial and temporal resolutions, has been 
used as an in situ diagnostic tool to directly visualize the in operando liquid water transport 
in PEM fuel cells (2-13). During X-ray radiographic visualizations, in operando images of 
the fuel cell with the presence of liquid water are termed wet-state images. At each pixel 
of a collected wet-state image, the cumulative water thickness along the X-ray path, ݐ� 
[cm], is quantified using the following relationship (14), which was from the Beer-Lambert 
law:  
.�ݐ  ��௧,� = ln (�೘,೏ೝ��೘,�೐೟)  [1] 

 
where ��௧,� is the linear attenuation coefficient of liquid water for monoenergetic X-

ray beam [cm-1], �௠,ௗ௥� is the measured attenuated intensity of a reference dry-state image 
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with the absence of liquid water, and �௠,�௘௧ is the measured attenuated intensity of the wet-
state image. 
 

The accuracy in water thickness from Equation 1 relies on the accuracies of the 
measured attenuated intensities of �௠,ௗ௥� and �௠,�௘௧. Ideally, the change of intensity from �௠,ௗ௥�  to �௠,�௘௧  should strictly be attributed to the attenuation of the presence of liquid 
water (with a thickness of ݐ�). Image processing techniques (15, 16) have been developed 
to correct measured intensities. Hinebaugh et al. (15) determined that the vertical position 
of the incident beam oscillated with a significant amplitude of 25 μm, which resulted in an 
image artifact of false water thickness. Therefore, they employed an image processing 
technique to pair the dry-state and wet-state images with the same vertical beam position, 
which effectively eliminated the image artifact. Ge et al. (16) reported that the micrometer-
scale movement of the imaged sample led to false water thickness measurements. Hence, 
they created an image processing technique to determine the distances moved by the 
sample, and they corrected the movement by translating the images to one common 
reference location. 
 

The correct use of the attenuation coefficient in Equation 1 is critical for obtaining 
accurate water thicknesses. The theoretical linear attenuation coefficients, published by the 
National Institute of Standards and Technology (NIST) (17), is defined as the probability 
per unit length that an X-ray photon with a known photon energy will interact with atoms 
in the bombarded material (18). Therefore, the measured attenuated intensities of the dry-
state and wet-state images should only be attributed to the X-ray photons that transmit 
through the imaged sample without any interaction (absorption or scattering). In addition, 
the incident photons need be monoenergetic in order to result in a constant attenuation 
coefficient. 
 

However in practice, the measured intensity is attributed to the attenuated beam and 
the scattered beam. In traversing the imaged sample, the incident X-ray photons are 
scattered when they are redirected from their original direction by electrons in the sample. 
The travel direction of the scattered photon with respect to the original direction, termed 
as the scatter angle, is unpredictable. Therefore, the portion of scattered photons that travel 
towards the scintillator are unintentionally measured and contribute to the measured 
attenuated intensities, �௠,ௗ௥� and �௠,�௘௧. Thus in Equation 1, the theoretical attenuation 
coefficient is insufficient for establishing the relationship between the two measured 
intensities, which consist of both the attenuated and scattered components. 
 

In practice, the measured intensity may also contain attenuated and scattered 
components from harmonic photons. Harmonic photons are introduced to the incident 
beam by the double-crystal monochromator at a synchrotron beamline. The 
monochromator selects photons with the desired energy, termed the fundamental energy, 
from the synchrotron white beam (a wide spectrum of photon energies). The selection is 
based on Bragg’s law for X-ray diffraction from a crystal lattice; however, unintentional 
harmonic photons that satisfy the same selection criterion may also pass the 
monochromator. Contaminating harmonic photons are exhibited by lower probabilities of 
sample interaction, i.e. lower attenuation coefficients. Therefore, the associated attenuated 
and scattered intensities, which were unintentionally measured by the scintillator, lead to 
an erroneous interpretation of Equation 1 when the theoretical attenuation coefficient of 
the fundamental energy is used. 
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As we reported previously (16), directly applying the theoretical attenuation coefficient 

in Equation 1 leads to an underestimation of liquid water by up to 18.9%. The inaccuracy 
can be attributed to the undesired components in the measured intensities: the scattered 
component due to the fundamental photons, the attenuated and the scattering components 
due to the harmonic photons. Accounting for the scattering and harmonic effects, a 
calibration experiment was developed in (16) to determine a constant calibrated attenuation 
coefficient to replace the theoretical value in Equation 1. A custom calibration device with 
water thicknesses ranging from 0 to 1.6 cm was used. However, the calibrated attenuation 
coefficient of a homogeneous material was observed to decrease as a function of sample 
thickness due to either the scattered component (19) or the harmonic component (20) in 
the measured intensity. Hence, a constant calibrated attenuation coefficient would 
inevitably lead to inaccurate water thickness calculations. The impact of using a constant 
calibrated attenuation coefficient on the inaccuracy of calculated water thicknesses must 
be determined. 
 

Numerical models have been developed for distinguishing the contributions of 
scattering and harmonics to the attenuated intensity of fundamental energy in the measured 
intensities. Tran and co-workers developed numerical models to determine the quantities 
of scattered components (19) and harmonic components (20) in their experimentally 
measured intensities at a synchrotron beamline. During their measurements, the incident 
beam and attenuated beam intensities were measured with the use of an ion chamber at the 
upstream and an ion chamber at the downstream, respectively. It was found that at the 
fundamental energy of 5 keV, the fraction of the third harmonic component increased from 
1.36% (after the monochromator) to 74.5% (after the components of the beamline) due to 
the large adsorption difference between the photons of fundamental and harmonic energies. 
However during in situ PEM fuel cell visualization experiments, only the downstream 
attenuated X-ray photon intensity can be measured. Therefore, a numerical model is needed 
for determining the scattering and harmonic components for water visualization during in 
situ PEM fuel cell X-ray radiography experiments. 
 

In this work, a numerical model was developed to determine the fraction of scattering 
component in the measured intensity from the images obtained from water visualization 
experiments based on synchrotron X-ray radiography. The inaccuracy of the calculated 
water thickness was investigated when a constant calibrated attenuation coefficient was 
used. Specifically, the effect of the water thickness range on the accuracy of the calculated 
water thickness was studied. 

 
Methodology 

 
In this section, the X-ray radiography experimental setup at the synchrotron beamline 

is introduced. The custom-made calibration device for holding known thicknesses of liquid 
water is presented. Then, experimental protocols for obtaining the measured attenuated 
intensities are described. The numerical model of determining the attenuated and the 
scattered components is also described. 
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Synchrotron X-ray radiography imaging setup 
 
X-ray radiography was performed at the Biomedical Imaging and Therapy Bending 

Magnet (BMIT-BM) 05B1-1 beamline at the Canadian Light Source synchrotron facility 
in Saskatoon, Canada (21). Figure 1a shows the schematic of the main components at the 
beamline for obtaining the desired collimated monochromatized beam from the bending 
magnet white beam. 

 
A metal filter (as shown in Figure 1a), consisting of one single-layered metal sheet, 

was used to eliminate the low-energy X-ray photons in the white beam. The filter prevents 
the beamline components from absorbing an excessive amount of heat, and this filtration 
was achieved by the high attenuation coefficient of the metal at the low photon energies.  
An aluminum filter with an effective thickness of 0.1103 cm was used in this study. Figure 
2 shows the photon flux (a measurement of the beam intensity) as a function of energy 
level for the white beam and the filtered beam. The recommended energy range by the 
beamline is 15-40 keV using the aluminum filter, resulting in a remaining flux of ʹ × ͳͲଵଶ 
photons/s/mr2/0.1%bw. 

 

 
 
Figure 1. Schematics of the synchrotron radiography setup: (a) in the optics hutch and (b) 
in the experimental hutch with the calibration device, ex situ PC, as imaged sample. 
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Figure 2. Photon fluxes over the energy spectrum at the (BMIT-BM) 05B1-1 of the white 
beam from the bending magnet and the filtered beams with a 1-mm aluminum filter 
(effective thickness of 0.1103 cm). 

 
A Si(2,2,0) double-crystal monochromator was used to select the fundamental beam 

energy based on Bragg’s law for X-ray diffraction from a crystal lattice. The 
monochromatized beam from the Si(2,2,0) crystals consists of photons of fundamental 
energy and potentially second- and higher-order harmonic photons. The monochromatized 
beam was then collimated to produce a parallel beam. 

 
In the experimental hutch (as shown in Figure 1b), the incident beam was attenuated 

by the imaged sample. An AA-40 scintillator (Hamamatsu Photonics KK) was used to 
detect the X-ray beam after the beam was attenuated with the imaging sample. The 
scintillator converted the X-ray photons into visible light. Then, a C11440-22CU CCD 
camera (Hamamatsu Photonics KK) was used to capture the image from the scintillator. 
The pixel resolution of the obtained images was 6.5 µm, and the temporal resolution was 
3 s. 

 
Calibration device 

 
The custom calibration device, the ex situ PC as shown in Figure 1b, was made of 

polycarbonate (PC). This device consisted of a single water reservoir, which held six 
known water thicknesses along the X-ray beam direction (ݐ�,�ଵ, ݐ�,�ଶ, …, ݐ�,�଺). The 
water thickness range was selected to correspond with the expected water thickness range 
in the custom fuel cell developed by our group. The dimensions of the device are 
summarized in Table I. 
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TABLE I.  Geometry parameters of the calibration device. 
 Symbol Value 

Dimensions of the calibration 
device (cm) 

 ଷ 0.622�,�ݐ ଶ 0.305�,�ݐ ଵ 0�,�ݐ
 ସ 0.940�,�ݐ 
 ହ 1.257�,�ݐ 
 ଺ 1.575�,�ݐ 
 ௣௖,ଵ 1.291ݐ 
 ௣௖,ଶ 2.560ݐ 

 
The theoretical attenuation coefficients of materials in the calibration devices are 

presented in Table II , which were obtained from published databases (22, 23). Within a 
unit X-ray pathlength, ��௧ is the total linear attenuation coefficient, which is the sum of 
coefficients of the atomic photoelectric effect, �௣௘ , incoherent scattering, ��௡௖ , and 
coherent scattering, �௖௢ℎ. The total scattering coefficient used in this study, �௦௖, is the sum 
of the incoherent and coherent scattering coefficients (��௡௖ + �௖௢ℎ), which describes the 
probability of a photon being scattered within a unit X-ray pathlength. 

 
TABLE II.  Theoretical linear attenuation coefficients from NIST at energy levels of 22, 24, and 40 keV. 

 22 keV 24 keV 40 keV ��௧,� 0.656 0.549 0.268 �௦௖,� 0.256 0.248 0.211 ��௧,�� 0.523 0.455 0.270 �௦௖,�� 0.277 0.270 0.235 

 
 

Experimental protocol  
 
In this section, the energy setting of the three conducted X-ray radiography experiments 

is explained. The image acquisition and processing procedures are also described. 
 
Energy setting. X-ray radiography experiments were performed in the absence of 

harmonic photons at the selected fundamental energies above 20 keV. The fundamental 
photon energies for the three conducted experiments were: 22 keV for Experiment I, 24 
keV for Experiment II, and 40 keV for Experiment III. The measured intensities from these 
experiments can be predicted in terms of the attenuated component and the scattered 
component of the fundamental energy. 

 
Image acquisition and processing. A sequence of dry-state images, dark-field images, 

and wet-state images were obtained during each experiment. Dry-state images were 
obtained when the water reservoir of the calibration device was free of liquid water, and 
dark-field images were obtained when the incident beam (directed into the experimental 
hutch) was blocked by a photon shutter. Wet-state images were obtained when the 
reservoirs in the calibration devices were filled with liquid water. For both the dry-state 
and wet-state images, image processing steps were taken to eliminate the dark-current noise 
and to correct for the time-dependent intensity change of the incident beam, as described 
thoroughly in our previous works (15, 16). Finally, for each known water thickness, the 
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attenuation ratio of the dry-state image to the wet-state image was obtained: ln (�೘,೏ೝ��೘,�೐೟), 

where �௠,ௗ௥� and �௠,�௘௧ are the measured intensities of the dry-state image and wet-state 
image, respectively. 

 
Scattering model  
 

The measured intensity at the scintillator consisted of the attenuated component and 

the scattered component of the fundamental energy. The attenuation ratio, ln (�೘,೏ೝ��೘,�೐೟), can 

be expressed by: 
 ln (�೘,೏ೝ��೘,�೐೟)  = ln (��೟,೏ೝ�+�ೞ೎,೏ೝ���೟,�೐೟+�ೞ೎,�೐೟)  [2] 

 
where the subscripts “݀ݎ�” and “�݁ݐ” indicate a dry-state image and a wet-state image, 

respectively. ��௧  is the attenuated beam intensity. Based on the Beer-Lambert law, the 
attenuated intensities for the dry-state image and the wet-state image can be expressed as: 
 ��௧,ௗ௥� = �଴. exp[−��௧. ௣௖,ଵݐ) +  ௣௖,ଶ)]  [3]ݐ

 ��௧,�௘௧ = �଴. exp[−��௧. ௣௖,ଵݐ) + (௣௖,ଶݐ − ��௧,�.  [4]  [�ݐ

 
where, �଴ is the incident beam intensity, ��௧ [cm-1] the linear attenuation coefficient of 

the material, and ݐ [cm] is the material thickness traversed by the beam. 
 
In Equation 2, �௦௖ is attributed to the part of the scattered photons that travels towards 

the scintillator direction, which can be expressed as follows: 
 �௦௖,ௗ = �. �ೞ೎,೛೎��೟,೛೎ . �଴. [ͳ − exp(−��௧,௣௖ . ௣௖,ଵݐ − ��௧,௣௖.  ௣௖,ଶ)]  [5]ݐ

 �௦௖,� = �. {�ೞ೎,೛೎��೟,೛೎ . �଴. [ͳ − exp(−��௧,௣௖. [(௣௖,ଵݐ +�ೞ೎,���೟,� . �଴. exp(−��௧,௣௖. ௣௖,ଵ)[ͳݐ − exp(−��௧,�. [(�ݐ +�ೞ೎,೛೎��೟,೛೎ . �଴. exp(−��௧,௣௖. ௣௖,ଵݐ − ��௧,�. ͳ](�ݐ − exp(−��௧,௣௖.   ,{[(௣௖,ଶݐ

[6] 

 
where � is the percentage of the scattered intensity measured by the scintillator to the 

total amount of scattered intensity, and �଴. [ͳ − exp(−��௧,௣௖. ௣௖,ଵݐ − ��௧,௣௖ .  ௣௖,ଶ)] is theݐ
intensity loss due to the attenuation of the dry calibration device, which is composed of 
polycarbonate with a thickness of (ݐ௣௖,ଵ + ݐ௣௖,ଶ). In (19), the ratio of the Rayleigh scattering 

attenuation coefficient to the total attenuation coefficient, 
�೎೚ℎ��೟ , was used to calculate the 

ratio of coherently scattered photons to the total intensity loss. Similarly, in Equations 5 
and 6 

�ೞ೎��೟ is the ratio of the intensity loss due to scattering to the total intensity loss. Hence 

in Equation 6, the first and third terms inside the braces represent the total scattered 
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intensity by the solid materials (PC) with lengths ݐ௣௖,ଵ and ݐ௣௖,ଶ, respectively. The second 
term inside the braces represents the total scattered intensity by the water. 

 
In Equations 5 and 6, for each experiment a solution for � was obtained through a non-

linear least-squares curve fitting (24). Specifically, a temporal value was assigned to �, and 
the vertical deviation of each region was determined: 

 � = ln (�೘,೏ೝ��೘,�೐೟)௠௘�௦ − ln (�೘,೏ೝ��೘,�೐೟)௠௢ௗ   [7] 

 
where the subscript “�݁�ݏ” indicates that the value was obtained from the experiment 

measurement and the subscript “��݀” indicates the value was obtained using the model 
presented in Equation 2 with the assigned value �. For each water thickness value, the least 
square criterion was defined as the sum of the squares of the vertical deviations: 

 � = ∑ሺ�ଶሻ�  [8] 

 
where the subscript “�” represent the number of known water thicknesses for each 

experiment (e.g. � = ͷ for the calibration device with the exclusion of water thickness of 0 
cm). The best fit value for � was found until the criterion, �, reached a minimum value. 

 
Results and Discussion 

 
Quantification of the scattered component 

 
The experimentally measured attenuation ratios are shown in Figure 3 as a function of 

water thicknesses for Experiments I-III . The standard deviations of the measured 
attenuation ratios were in the range of 0.004-0.008. The curves were fit using the analytical 
scattering model. Excellent agreement was observed when comparing the experimental 
data and model predictions. Therefore, the model can be used to predict the attenuation 

ratio, ln (�೘,೏ೝ��೘,�೐೟), between the dry-state and wet-state images. 
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Figure 3. The measured and modeled attenuation ratios between the dry-state image and 
the wet-state image as a function of the water thickness for Experiments I-III .  
 

The modeled fractions of the scattered component in the measured intensity for 
Experiments I-III, i.e. ݂௦௖, are presented in Figure 4. When the device did not contain liquid 
water, the scattered component was relatively minor (up to 4.9% at 22 keV). The solid 
material (composition and dimensions) traversed by the beam (PC) was selected in order 
to minimize its interactions with the X-ray photons. Its low attenuation coefficient (Table 
II ) led to the low contribution of scattered photons. 

 

 
 

Figure 4. The calculated fractions of the scattering components in the measured beam 
intensity for the dry-state image and the wet-state image. 

 
In Figure 4, the fraction of the scattered intensity increased as a function of the water 

thickness, and this result can be explained by the Beer-Lambert law. The Beer-Lambert 
law is based on the theory that the probability for an X-ray photon to interact with a material 
(attenuation) increases with increasing material thickness. Correspondingly, the number of 
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photons that traveled through the material without any interactions, i.e. the dominating 
attenuated component, decreases exponentially with increasing water thickness (Equation 
4). On the other hand, with increasing water thickness the amount of photons scattered by 
the water increased. Subsequently, the number of photons traveled through the next solid 
material (ݐ௣௖,ଶ in Figure 1b) decreased, which led to a decrease of the scattered photons by 
that portion of the solid material. By observation of Equation 6, the overall change of 
scattered intensity with respect to water thickness increase was minimal. In summary, with 
increasing water thickness the attenuated component, ��௧,�௘௧, and the measured intensity, �௠,�௘௧, decreased, whereas the fraction of the scattered component increased.  

 
In Figure 4, the fraction of the scattered component was observed to decrease as the 

photon energy increased. Attenuation coefficients also decreased with increasing photon 
energy (Table II ), which is attributed to the increasing likelihood that higher energy 
photons can penetrate the material in the absence of scattering or absorption. As a result, 
at high proton energies, photons exhibit a higher probability of reaching the scintillator, 
and the attenuated component in the measured intensity is relatively high while the 
scattered component is relatively low. 

 
Effect of scattering on the calibrated attenuation coefficient 

 
The calibrated attenuation coefficient was determined for each water thickness, and the 

corresponding attenuation ratio was predicted from the following equation: 
 ��௧,�௖�௟�  = ln(�೘,೏ೝ��೘,�೐೟)೘೚೏௧�   [9] 

 

where ݐ�  is a known water thickness, and ln (�೘,೏ೝ��೘,�೐೟)௠௢ௗ  is the attenuation ratio 

obtained from the scattering model. A comparison between our calibrated attenuation 
coefficients (as a function of water thickness) for Experiments I-III and the theoretical 
NIST water attenuation coefficients, ��௧,� from Table II, are presented in Figure 5. The 
calibrated water attenuation coefficients were lower than the theoretical NIST values. For 
near zero water thicknesses, the measured intensities of the dry-state and wet-state images 
exhibited nearly equivalent scattered components (see Figure 4 at ݐ� = Ͳ). The calibrated 
attenuation coefficient from Equation 9 can be expressed in terms of the attenuated and 
scattered components as follows: 

 ��௧,�௖�௟�  = ln{ �బ.exp[−��೟.(೟೛೎,భ+೟೛೎,మ)]+�ೞ೎,೏ೝ��బ.exp[−��೟.(೟೛೎,భ+೟೛೎,మ)−��೟,�.೟�]+�ೞ೎,�೐೟}௧� , 

where �௦௖,ௗ௥� = �௦௖,�௘௧ for ݐ� ≅ Ͳ 

[10] 

 
The theoretical NIST attenuation coefficient is expressed without the scattered 

components as follows: 
 ��௧,� = ln{ �బ.exp[−��೟.(೟೛೎,భ+೟೛೎,మ)]�బ.exp[−��೟.(೟೛೎,భ+೟೛೎,మ)−��೟,�.೟�]}௧�   

[11] 

 

ECS Transactions, 75 (14) 261-274 (2016)

270
) unless CC License in place (see abstract).  ecsdl.org/site/terms_use address. Redistribution subject to ECS terms of use (see 129.59.95.115Downloaded on 2016-09-30 to IP 

http://ecsdl.org/site/terms_use


Since the theoretical NIST attenuation coefficient does not take scattering into account 
(�௦௖,ௗ௥� and �௦௖,�௘௧), the resulting values of ��௧,� are expected to be less than that of the 
calibrated attenuation coefficients from Equation 10. With increasing water thickness, the 
attenuated intensity in the wet-state image, ��௧,�௘௧, decreased exponentially, whereas the 
change in the scattered component, �௦௖,�௘௧, was insignificant. By observation of Equation 
10, the calibrated water attenuation coefficient decreases as a function of increasing water 
thickness, and as a result the calibrated water attenuation coefficient diverges from the 
theoretical NIST value. Since photon scattering becomes less pronounced at higher 
energies, the impact of scattering becomes less pronounced at these higher energies. As 
shown in Figure 5, the calibrated attenuation coefficient at 22 keV decreased by 3.6% 
between a water thickness of ݐ� = Ͳ cm and ݐ� = ͳ.͸ cm , whereas, at 40 keV the 
calibrated attenuation coefficient decreased by only 0.8%. 

 

 
 

Figure 5. The calibrated attenuation coefficient for liquid water based on a single water 
thickness for (a) Experiment I (22 keV), (b) Experiment II (24 keV), and (c) Experiment 
III (40 keV). The theoretical value for each experiment is presented as a horizontal line in 
each graph, respectively. 
 
Effect of water thickness range on the accuracy of water quantification 
 

As shown in Figure 5, the calibrated attenuation coefficient is a function of the water 
thickness due to photon scattering. In this section, we present the effect of the water 
thickness range on the accuracy of the calculated water thicknesses. 

 
Calibrated attenuation coefficients were determined from the gradient of the linear-fit 

line over various selected water thickness ranges from Experiment II in Figure 3. For 
example, ��௧,�௖�௟�,଴.ସ was obtained based on the curve in the water thickness range of 0 - 0.4 

cm. During water quantification calculations with ��௧,�௖�௟�,଴.ସ, the calculated water thickness, ݐ�,௖�௟௖ , was determined by applying the attenuation ratio obtained from the scattering 

model, ln(�೘,೏ೝ��೘,�೐೟)௠௢ௗ, and ��௧,�௖�௟�,଴.ସ into Equation 1. Based on the scattering model, each 

attenuation ratio corresponds to a known water thickness, ݐ�,௞௡௢�௡ . Therefore, the 
percentage discrepancy between the known water thickness and the calculated water 
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thickness, i.e. 
௧�,೎�೗೎−௧�,ೖ೙೚�೙௧�,ೖ೙೚�೙ , was obtained and presented as a function of the known water 

thickness in Figure 6. On this figure, the water thickness ranges and the related constant 
attenuation coefficients are presented in the legend. 

 

 
 

Figure 6. The calculated percentage discrepancy between the known water thickness and 
the calculated water thickness based on the calibrated water attenuation coefficients from 
a range of water thicknesses. The discrepancy by using the theoretical value from NIST 
was also presented. 

 
When the theoretical NIST water attenuation coefficient was used, large discrepancies 

(between -4.4 and -6.8%) in the calculated water thicknesses were observed (Figure 6). 
These large inaccuracies stem from the inappropriate use of the theoretical NIST 
attenuation coefficient when scattered photons are present. In contrast, the calibrated 
attenuation coefficient greatly reduced the inaccuracy (by to up to 1.8%). The inaccuracy 
was further reduced as the calibration water thickness range decreased. For example, the 
inaccuracy was reduced from 1.8% to 0.4% when the calibration range was reduced from 
0 - 1.6 cm to 0 - 0.4 cm. As the water thickness range decreased, the difference in the 
fraction of scattered component decreased as shown in Figure 4. Hence in Figure 5b, the 
small calibration water thickness range was observed to lead to a small variance in the 
calibrated attenuation coefficient, which made a constant calibrated attenuation coefficient 
more suitable. Therefore for water quantification purposes (e.g. in situ PEM fuel cell 
experiment), the calibrated attenuation coefficient should be obtained based on a water 
thickness range that is most appropriately matched to the expected thickness in the fuel 
cell. 

 
Conclusions 

 
In this work, we developed and presented a numerical model to simulate the scattered 

component contribution to the measured beam intensity during liquid water visualizations 
with synchrotron X-ray radiography. The scattered component increased as the water 
thickness increased, and this relationship resulted in the decrease of the calibrated 
attenuation coefficient. We demonstrated that a small range of water thickness during the 
calibration experiment decreases the inaccuracy of the calculated water thickness. In order 
to obtain a highly representative attenuation coefficient, we recommend to calibrate the 
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water attenuation coefficient from a water thickness range that closely matches the range 
of water thickness expected inside the fuel cell. 
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